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In this paper, we introduce a new approach to obtain a novel numerical solution of fuzzy initial value problem (FIVP). This technique is based on optimization problem. In fact, the optimal solution of optimization problem is approximated solution of fuzzy initial value problem. Theoretical consideration is discussed and some examples are presented to show the ability of the method for fuzzy initial value problem.  Keywords:	Fuzzy Initial value problem Optimization Linear programming Numerical solution © 2016 The Authors. Published by IASE. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/). 
		
1.	Introduction *In modeling of real physical phenomena, differential equations play an important role in many areas of science and engineering. In many cases, information about the physical phenomena involved is always pervaded with uncertainty. Fuzzy differential equations (FDEs) are a natural way to model dynamical systems under possibilistic uncertainty. Also, in modeling real-word phenomena, fuzzy initial value problems (FIVP) appear naturally. Fuzzy linear systems have recently been studied by a good number of researchers, but only a few of them are mentioned here. Friedman et al. (1998), Allahviranloo (2004, 2005a,  2005b) and Annelies Vroman et al. (2008). The concept of fuzzy derivative was first introduced by Chang and Zadeh in (1965) it was followed up by Dubios and prade (1982), who defined and used the extension principle. The fuzzy differential equation and the fuzzy initial value problem were regularly treated by Kaleva in (1987, 1990) and by Seikkala in (1987). There are several approaches to the study of fuzzy differential equations. The approach based on H-derivative (Puri and Ralescu, 1983) has the disadvantage that any solution of a FDE has increasing length of its support (Diamond, 2000). 
                                                 * Corresponding Author.  Email Address: abehroozpoor@yahoo.com (A. Behroozpoor) http://dx.doi.org/10.21833/ijaas.2016.08.007 2313-626X/© 2016 The Authors. Published by IASE.  This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)  

This shortcoming was resolved by interpreting a FDE as a family of differential inclusions (Hullermeier, 1999). The main shortcoming of using differential inclusions is that we do not have a derivative of a fuzzy –number-valued function, and so, the numerical solutions of a FDE are difficult to be obtained. Strongly generalized differentiability of fuzzy –number-valued functions is introduced and studied in (Bede and Gal, 2005). The numerical method for solving fuzzy differential equations is introduced in (Ma et al., 1999; Abbasbandy and Allahviranloo, 2002; Abbasbandy et al., 2004; Allahviranloo et al., 2007; Allahviranloo et al., 2006) by standard Euler method. In this paper, we have used a different method to obtain the numerical solution of fuzzy initial valued problem (FIVP). In this method, we reduce (FIVP) to an optimization problem. In fact, the optimal solution of this optimization problem is the numerical solution of FIVP. Also, this method is simple and it does not need any differentiability of the fuzzy functions. 
2.	Preliminaries	

2.1.	Fuzzy	sets	According to zadeh (1965), a fuzzy set is a generalization of a classical set that allows membership 
Definition	2.1.1: Let ܷ be a universal set. A fuzzy set ܣሚ in ܷ is defined by a membership function ߤ஺෨ that maps every element in ܷ to the unit interval [0,1]. A fuzzy set ܣሚ in ܷ may also be presented as a set of ordered pairs of a generic element  ݔ  and its 
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membership value, as shown in the following equation:  ܣሚ = ൛൫ݔ, ൯(ݔ)஺෨ߤ  ∶ ݔ   ∈ ܷൟ                          (2.1)  
Definition	2.1.2: The support of a fuzzy set ܣሚ, ܵ(ܣሚ) is the crisp set of all ݔ ∈ ܷ such that ߤ஺෨(ݔ) > 0.  
Definition	2.1.3: Let ܣሚ be a fuzzy set defined in ܷ. The core of ܣሚ is the crisp set of all elements in ܷ such that the membership value of ܣሚ is 1, that is:   ܿ݁ݎ݋൫ܣሚ൯ = ݔ} ∈ (ݔ)஺෨ߤ |  ܷ = 1 }                    (2.2)  
Definition	 2.1.4:	 The (crisp) set of elements that belong to a fuzzy set ܣሚ at least to the degree ߙ is called the ߙ − ఈܣ  :set  ݈݁ݒ݈݁ = ݔ} ∈ (ݔ)஺෨ߤ   |  ܷ ≥   (2.3)                                  {ߙ
Definition	2.1.5: A fuzzy set ܣሚ  is convex if   ߤ஺෨(ݔߣଵ + (1 − (ଶݔ(ߣ ≥min{ , (ଵݔ)஺෨ߤ ;  { (ଶݔ)஺෨ߤ ,ଵݔ  ଶݔ ∈ ܷ , ߣ ∈ [0,1]  (2.4)  Alternatively, a fuzzy set is convex if all ߙ-cut sets are convex.  
Definition	 2.1.6: A fuzzy number ܣሚ  is a convex normalized set ܣሚ = ൫ܣ , ଴ݔ ൯ of the real line ℝ such that: 1) It exist exactly oneܣ ∈ ℝ  with ߤ஺෨(ݔ) =  .is piecewise continuous. Nowadays, definition 2.6 is very often modified (ݔ)஺෨ߤ (2 .1
Definition	2.1.7:	A triangular fuzzy number has the following form: 

(ݔ)஺෨ߤ = ۔ۖەۖ
ݔ                      0ۓ < ܽ       ௫ି௔௠ି௔             ܽ ≤ ݔ ≤ ݉  ௕ି௫௕ି௠               ݉ ≤ ݔ ≤ ܾ0                             ܾ <   ݔ

A triangular fuzzy number is denoted by ܣሚ = (݉, ܽ, ܾ)where, ܿ ≠ ܽ,	 ܿ ≠ ܾ. For a triangular fuzzy number, we have: 

(ߙ)ܣ  = ܽ + (ܿ − (ߙ)ܣ  and 	ߙ(ܽ = ܾ + (ܿ − 	ߙ(ܾ
	ܽ	and	ܾ	are called left and right spreads of the fuzzy number ܣሚ. Fig. 1 shows a triangular fuzzy number.  

 
Fig.	1: The figure of triangular fuzzy number ܣሚ  

Definition	2.1.8: A fuzzy number ܣሚ is called positive (negative) if its membership function is such that ߤ஺෨(ݔ) = 0 , ݔ  ∀ < ݔ ∀)  0 > 0). 
2.2.	The	extension	principle		One of the most basic concepts of fuzzy set theory that can be used to generalize crisp mathematical concepts to fuzzy sets is the extension principle. 
Definition	 2.2.1: Let ܺ = ଵܺ  × ܺଶ × … × ܺ௥ and ܣሚଵ, ,ሚଶܣ … , ,fuzzy sets in ଵܺ ݎ ሚ௥ beܣ ܺଶ, … , ܺ௥, respectively. ݂ is a mapping from ܺ to a universe ܻ, ݕ = ,ଵݔ)݂ ,ଶݔ … , ෨ܤ ௥). Then the extension principle allows us to define a fuzzy setݔ  in ܻ by:   ܤ෨ = ൛൫ݕ, ஻෨ߤ ݕ | ൯(ݕ) = ,ଵݔ)݂ ,ଶݔ … , ,ଵݔ),(௥ݔ ,ଶݔ … , (௥ݔ ∈ ܺൟ                                                  (2.5)  where  ߤ஻෨ (ݕ) = ൛ sup  min(௫భ,௫మ,…,௫ೝ)∈௙షభ(௬){ߤ஺෨భ(ݔଵ), ,(ଶݔ)஺෨మߤ … , {(௥ݔ)஺෨ೝߤ   ݂݅ ݂ିଵ(ݕ) ≠ ∅ൟ                                              (2.6)  and ݂ିଵ is the inverse of ݂. For = 1 , the extension principle, of course, reduces to   ܤ෨ = ݂൫ܣሚ൯ = ൛൫ݕ, ஻෨ߤ ݕ | ൯(ݕ) = ,  (ݔ)݂ ݔ ∈ ܺ  ൟ        (2.7)  where   ߤ஻෨ (ݕ) = ൜   min௫∈௙షభ(௬) ,        (ݔ)஺෨ߤ ݂ିଵ(ݕ) ≠ ∅   0                                      , ݁ݏ݅ݓݎℎ݁ݐ݋  (2.8)  

2.2.1.	Algebraic	operations	with	triangular	fuzzy	
numbers		Product and subtraction are shown by ⊕, ⊙ and ⊖, respectively.  
Theorem	 2.1: (Zimmermann, 1996) Let ܣሚ, ෨ܤ ∈ℱ(ℝ), then:  ∀ߙ ∈ [0,1], we have 

1. ൣ ෨൧ఈܤ ⨁ሚܣ  = ሚ൧ఈܣൣ + ఈ[෨ܤ] = ቂܣఈ + , ఈܤ ఈܣ +  ఈቃܤ
2. ݇ ሚ൧ఈܣൣ = ቐቂ݇ܣఈ , ,        ఈቃܣ ݇ ݇ ≥ 0ቂ݇ ܣఈ , ఈቃܣ݇       ,   ݇ < 0 
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3. ൣ ሚܣ ⊖ ෨൧ఈܤ = ൣ .ఈ 4[෨ܤ]⨀ሚ൧ఈ⨁(−1)ܣൣ ෨൧ఈܤ⨀ሚܣ = ቂ݉݅݊{ܣఈܤఈ, ,ఈܤఈܣ ,ఈܤఈܣ ,{ఈܤఈܣ max {ܣఈܤఈ, ,ఈܤఈܣ ,ఈܤఈܣ   ఈ}ቃܤఈܣ
Proof:	See Ma et al. (1999).  
Definition	2.2.2:	∀ߙ ∈ [0,1], we have ൣ ሚ݂൧ఈ = (݂ఈ, ݂ఈ).   
Definition	2.2.3: ∀ߙ ∈ [0,1], we have  ቂ ሚ݂ሶ(ݔ)ቃఈ =ቂmin ቄቀ݂ఈቁᇱ , ቀ݂ఈቁᇱቅ , ݔܽ݉ ቄቀ݂ఈቁᇱ , ቀ݂ఈቁᇱቅቃ    
Definition2.2.4: The metric structure is given by the Hausdroff distance  ܦ: ∈ ℱ(ℝ) ×∈ ℱ(ℝ) → ℝା ∪ ,ݑ)ܦ ,{0} (ݒ = supఈ∈[଴,ଵ] max{ หݑఈ − ,ఈหݒ หݑఈ − ,ఈห  (ܴிݒ ݑ)ܦ  :is a complete metric space and the following properties are well known (ܦ + ,ݓ ݒ + (ݓ = ,ݑ)ܦ ,(ݒ ,ݑ ∀ ,ݒ ݓ ∈ ℱ(ℝ) ݑ⨀݇)ܦ, (ݒ⨀݇ = ,ݑ)ܦ|݇| ,   (ݒ ∀݇ ∈ ܴ , ,ݑ ∋ݒ ℱ(ℝ)    ݑ)ܦ + ,ݒ ݓ + ݁) ≤ ,ݑ)ܦ (ݓ + ,ݒ)ܦ ,ݑ ∀ , (݁ ,ݒ ,ݓ ݁ ∈ ℱ(ℝ)  
Definition	 2.2.5: (Bede and Stefanini, 2013). Let ܣሚ, ෨ܤ ∈ ℱ(ℝ) , the generalized Hukahara difference (gH-difference) of two fuzzy numbers  ܣሚ and ܤ෨ is the fuzzy number ܥሚ ∈ ℱ(ℝ), if it exists such that  ܣሚ ⊖௚ு ෨ܤ = ሚܥ  ⇔ ൜ ሚܣ = ෨ܤሚܥ⨁෨ܤ = ሚܣ ⊖ ሚܣ   ሚ  whereܥ ⊖ ሚܥ = ߙ In terms of  (ሚܥ⨀(1−))⨁ሚܣ −cuts we have ൣܣሚ ⊖௚ு ෨൧ఈܤ =ቂmin ቄܣఈ − ,ఈܤ ఈܣ − ఈቅܤ , max ቄܣఈ − ,ఈܤ ఈܣ − ሚܥ ఈቅቃ. Each of following conditions guarantees the existence ofܤ = ሚܣ ⊖௚ு ෨ܤ ∈ ℱ(ℝ) (see 24 for more details)  
Definition	 2.2.6: (Bede and Stefanini, 2013). Let ሚ݂ = ܶ ⊂ ℝ → ℱ(ℝ) and ݐ଴ ∈ ܶ be a fixed number, then ሚ݂ is called Gh-differentiable at ݐ଴ ∈ ܶ if:   lim௛→଴ ௙ሚ(௧బା௛)⊖೒ಹ௙ሚ(௧బ)௛ = ሚ݂′௚ு(ݐ଴) ∈ ℱ(ℝ).  
Theorem	 2.2: Let ሚ݂ = ܶ ⊂ ℝ → ℱ(ℝ) be a fuzzy function, where ൣ ሚ݂(ݐ)൧ఈ = ቂ݂ఈ(ݐ) − ݂ఈ(ݐ)ቃ. Suppose that the functions ݂ఈ(ݐ) and ݂ఈ(ݐ) are real-valued functions, differentiable and uniformly for ߙ ∈ [0,1]. Then the function ሚ݂(ݐ) is gH-differentiable at a fixed ݐ ∈ ܶ if and only if one of the following two cases hold: 

(a) ݂ ′ఈ(ݐ) is increasing, ݂ᇱఈ(ݐ) is decreasing as functions of ߙ , and  ݂′ଵ(ݐ) ≤ ݂′ଵ(ݐ), or (b) ݂ ′ఈ(ݐ) is decreasing, ݂ᇱఈ(ݐ) is increasing as functions of ߙ , and ݂′ଵ(ݐ) ≤ ݂′ଵ(ݐ).  Also, ∀ߙ ∈ [0,1] we have  ቂ݂ᇱ௚ு(ݐ)ቃఈ =ቂ݉݅݊ ቄ݂′ఈ(ݐ), ݂ᇱఈ(ݐ)ቅ , ݔܽ݉ ቄ݂′ఈ(ݐ), ݂ᇱఈ(ݐ)ቅቃ  Proof: See Bede and Stefanini (2013). ∎  
Definition	 2.2.7: (Bede and Stefanini, 2013) Let ሚ݂: ܶ ⊂ ℝ → ℱ(ℝ) and ݐ଴ ∈ ܶ. If  ݂ఈ(ݐ), ݂ఈ(ݐ) are both differentiable at ݐ଴, then  1. ݂ ሚ is called (i)-gH-differentiable at ݐ଴ if  ൣ݂′෩ ௚ு(ݐ଴)൧ఈ = ቂ݂ᇱఈ(ݐ଴), ݂′ఈ(ݐ଴)ቃ , ߙ∀ ∈ [0,1], 2. ݂ ሚ is called (ii)-gH-differentiable at ݐ଴ if  ൣ݂′෩ ௚ு(ݐ଴)൧ఈ = ቂ݂′ఈ(ݐ଴), ݂ᇱఈ(ݐ଴)ቃ , ߙ∀ ∈ [0,1]. 
2.3.	Fuzzy	functional		At first, we define fuzzy vector space. The fuzzy vector space is denoted by ℱ(ℝ) and has following properties:  If ܣሚ, ෨ܤ ∈ ℱ(ℝ) , then  1. ܣሚ ⊕ ෨ܤ = ,        ሚܥ ሚܥ   ݁ݎℎ݁ݓ ∈ ℱ(ℝ)    2. ܣሚ ⊕ ෨ܤ = ෨ܤ ⊕ ሚܣ .ሚ 3ܣ ⊕ 0෨ = 0෨ ⊕ ሚܣ = ሚܣ .ሚ 4ܣ ⊕ ൫−ܣሚ൯ = 0෨ 5. ܣݎሚ ∈ ℱ(ℝ)   , ݎ ∈ ℝ 6. ݎ൫ܣሚ ⊕ ෨൯ܤ = ሚܣݎ ⊕   .෨ܤݎ
Definition	2.3.1: Let ℱ(ℝ) is the fuzzy vector space and ሚ݂ = (݂, ݂) ∈ ℱ(ℝ) is a fuzzy function. We denote fuzzy  ܮଵ − by ‖∙‖ଵ and is defined as follows: ฮ ݉ݎ݋݊ ሚ݂ฮଵ = ቛ(݂, ݂)ቛଵ = ቚ݂ቚ + ห݂ห                              (2.9) 
3.	Fuzzy	Initial	value	problem	(FIVP)	In this section, at first, we consider the initial value problem (IVP). ቊ ݔሶ = ݂൫ݐ, , ൯(ݐ)ݔ ݐ ∈ ,଴ݐ] (଴ݐ)ݔ[ܶ = :݂ ଴                                                               (3.1)  whereݔ ,଴ݐ] ܶ] × ℝ ⟶ ℝ is a continuous function defined on  [ݐ଴, ܶ] with ܶ > 0 and ݔ଴ ∈ ℝ. Suppose that the initial condition in (3.1) is uncertain and modelled by a fuzzy number, then we have the following fuzzy initial value problem:  ቊ ෤ሶݔ = ݂൫ݐ, , ൯(ݐ)෤ݔ ݐ ∈ ,଴ݐ] (଴ݐ)෤ݔ[ܶ =   ෤଴                                                                 (3.2)ݔ
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where ݂: ,଴ݐ] ܶ] × ℱ(ℝ) ⟶ ℱ(ℝ) is a fuzzy valued function on [ݐ଴, ܶ] with ܶ > 0 and ݔ෤଴ = ൫(0)ݔ, ൯(0)ݔ̅ ∈ ℱ(ℝ). To interpret the connection between (3.1) and (3.2) we refer to Mizukoshi et al. (2007) and Hullermeier (1999). As we explained in "Introduction" section, some researchers have worked on numerical solution of fuzzy initial value problem FIVP. In this study, we have used a different approach for obtaining numerical solution of this FIVP. 
4.	New	approach	We consider the following fuzzy initial value problem:  ൜ݔ෤ሶ (ݐ) = ݐ   , (ݐ)෤ݔܽ ∈ [0, ෤(0)ݔ[ܶ = (ݐ)෤ݔ ෤଴                                                                  (4.1)  whereݔ = ൫ݔ,  :are left and right spread, respectively.  At first, we define the general error functional as follows ݔ̅ , ݔ  ൯ andݔ̅
Definition	 4.1: We denote the general error functional by ܧ൫ݔ෤ሶ ,(ݐ) ,(ݐ)෤ݔ ෤ሶݔ൫ܧ  :൯ and define it as followsݐ ,(ݐ) ,(ݐ)෤ݔ ൯ݐ = ׬ ฮݔ෤ሶ (ݐ) ⊝ ଴்ݐฮଵ݀(ݐ)෤ݔܽ           (4.2)   We consider following optimization problem to solve fuzzy initial value problem (4.1).    ݊݅ܯ න ฮݔ෤ሶ (ݐ) ⊝ ்ݐฮଵ݀(ݐ)෤ݔܽ

଴  s.t ݔ෤(0) = ൫(0)ݔ,  .൯                                                (4.3)  Now, we explain that the optimal solution of optimization problem (4.3) is approximated solution of fuzzy initial value problem (4.1)(0)ݔ̅
Definition	4.2:	We define the ߙ-cuts as follows:  [ݔ෤(ݐ)]ఈ = ቀݔఈ(ݐ), ෤ሶݔൣ 	ቁ(ݐ) ఈݔ ൧ఈ(ݐ) = ൬ݔሶ ఈ(ݐ), ሶݔ ఈ (ݐ)൰	 
Lemma	 4.1: If the function ℎ(ݔ) is continuous on [ܽ, ܾ] and ׬ |ℎ(ݔ)|݀ݔ = 0௕௔ , then ℎ(ݔ) = 0 . 
Proof: We suppose that there exists any point ݏ ∈ (ܽ, ܾ) that ℎ(ݏ) ≠ 0 and so, |ℎ(ݏ)| > 0. Also, because ℎ(ݔ)  is continuous, so, |ℎ(ݔ)| is continuous.  Then, there exist 0 < ݔ∀ such that ݎ ݏ)∋ − ,ݎ ݏ + |(ݔ)ℎ| : (ݎ > 0. So, we have:  න|ℎ(ݔ)|݀ݔ =௕

௔ න |ℎ(ݔ)|݀ݔ௦ି௥
௔ + න |ℎ(ݔ)|݀ݔ௦ା௥

௦ି௥+ න|ℎ(ݔ)|݀ݔ௕
௦ା௥ > න |ℎ(ݔ)|݀ݔ௦ା௥

௦ି௥ > 0  

It is contradiction. So, ℎ(ݔ) = 0 .  
Theorem	 4.1: The necessary and sufficient condition for fuzzy initial value problem (4.1) to have solution ݔ෤(ݐ) is:  ܧ൫ݔ෤ሶ ,(ݐ) ,(ݐ)෤ݔ ൯ݐ = 0   
Proof: It is sufficient to consider function ℎ(ݐ) in lemma 4.1 as follows:  ℎ(ݐ) = ฮݔ෤ሶ (ݐ) ⊝ ෤ሶݔ ෤(∙) andݔ ,ฮଵ  As the norm function ‖∙‖ଵ(ݐ)෤ݔܽ (∙) are continuous functions, so, according lemma 6.1 we have: ܧ൫ݔ෤ሶ ,(ݐ) ,(ݐ)෤ݔ ൯ݐ = න ฮݔ෤ሶ (ݐ) ⊝ ்ݐฮଵ݀(ݐ)෤ݔܽ

଴ = 0   ⇔   ฮݔ෤ሶ (ݐ) ⊝ ฮଵ(ݐ)෤ݔܽ = 0    
Theorem	 4.2: The necessary and sufficient condition for fuzzy initial value problem (4.1) to have solution ݔ෤∗(ݐ) is that the optimization problem (4.3) has zero optimal amount.  
Proof: According lemma 4.1 and theorem 6.1 that is clear.  So, according theorem 4.2, we can obtain the solution of fuzzy initial value problem (4.1) using solving the optimization problem (4.3). If the optimization problem (4.3) does not have zero solution then the best approximated solution is achieved for fuzzy initial value problem (4.1). Now, we consider optimization problem (4.3)  ݊݅ܯ න ฮݔ෤ሶ (ݐ) ⊝ ்ݐฮଵ݀(ݐ)෤ݔܽ

଴  s.t ݔ෤(0) = ൫(0)ݔ, ሶݔ] :൯ As definition 4.2, we have(0)ݔ̅ ఈ[(ݐ) − ఈ[(ݐ)෤ݔ] ܽ = ൬ݔሶ ఈ(ݐ) − , (ݐ)ఈݔ ܽ ሶݔ  ఈ(ݐ) ൰(ݐ)ఈݔ ܽ− =  ቆ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ − ,(ݐ)ఈݔܽ ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ 													ቇ(ݐ)ఈݔܽ− 	 	 										 (4.4) 
	So, the optimization problem (4.3) is as follows: ׬  ݊݅ܯ ฯ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ − ,(ݐ)ఈݔܽ ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ − ்଴ܽݔఈ(ݐ)ฯଵ 			ݐ݀
s.t	ݔ෤(0) = ቀݔ଴, , Now, we partition interval [0		଴തതതቁݔ ܶ] to n equal subintervals and define:  ݐ௜ = ௜௡ ܶ   ∶ ݅ = 0,1, … . ݊  So, we have: 
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׬  ݊݅ܯ ฯ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ − ,(ݐ)ఈݔܽ ௫ഀ(௧ା∆)ି௫ഀ(௧)∆ − ்଴ܽݔఈ(ݐ)ฯଵ 			ݐ݀
s.t		ݔ෤(0) = ቀݔ଴, (௜ݐ)ݔ  Now, we let	଴തതതቁݔ = ௜ݔ   , ௜ݐ)ݔ + ∆) = (௜ݐ)ݔ, ௜ାଵݔ = ௜ݔ   , ௜ݐ)ݔ + ∆) = , ௜ାଵݔ ∆= ௡் . So, if ݊ is increasing to a great number, then the integral in the optimization problem is approximated by a sigma. Now, according Riemann integral definition we can approximate the optimization problem by below problem:  ݊݅ܯ  ௡் ∑ ቛቀ௡் ൫ݔ௜ାଵఈ − ௜ఈ൯ݔ − , ௜ఈݔ̅ܽ ௡் ௜ାଵఈݔ̅) −௡௜ୀଵ̅ݔ௜ఈ) − ෤(0)ݔ  ௜ఈ ቁቛଵ  s.tݔܽ = ቀݔ଴, ௡்  ݊݅ܯ :ଵିnorm definition we haveܮ ଴തതതቁ And using theݔ ∑ ቚ௡் ൫ݔ௜ାଵఈ − ௜ఈ൯ݔ − ௜ఈቚݔ̅ܽ + ቚ௡் ௜ାଵఈݔ̅) −௡௜ୀଵ̅ݔ௜ఈ) − ෤(0)ݔ   ௜ఈቚ   s.tݔܽ = ቀݔ଴, ଴തതതቁ    by relations ቚ௡்ݔ ( ௜݂ାଵ − ௜݂) − ܽ ௜݂ቚ = ௜ݎ + ௜ and ቚ௡்ݏ ൫ߙ௜ାଵ − ௜ߙ ൯ + ௜ߚܽ ቚ = ௜ݒ + ௡் ݊݅ܯ  :௜ we haveݓ ∑ ௜ݎ|) − |௜ݏ + ௜ݒ| − ௜|)௡௜ୀଵݓ    s.t ݎ௜ − ௜ݏ = ௡் ൫ݔ௜ାଵఈ − ௜ఈ൯ݔ − ௜ݒ  ௜ఈݔ̅ܽ − ௜ݓ = ௡் ௜ାଵఈݔ̅) − (௜ఈݔ̅ − ෤(0)ݔ  ௜ఈݔܽ = ቀݔ଴, ,௜ݎ   ଴തതതቁݔ ,௜ݏ ,௜ݒ ௜ݓ ≥ 0 ; ݅ = 1,2, … , ݊   But, this problem is a nonlinear programming problem. Finally, to change this problem to a linear problem we use relations |ݎ௜ − |௜ݏ = ௜ݎ + ௜ݒ| ௜ andݏ − |௜ݓ = ௜ݒ + ௡் ݊݅ܯ  :௜. So, we have this linear programming problemݓ ∑ ௜ݎ) + (௜ݏ + ௜ݒ) + ௜)௡௜ୀଵݓ    s.t ݎ௜ − ௜ݏ = ௡் ൫ݔ௜ାଵఈ − ௜ఈ൯ݔ − ௜ݒ  ௜ఈݔ̅ܽ − ௜ݓ = ௡் ௜ାଵఈݔ̅) − (௜ఈݔ̅ − ෤(0)ݔ  ௜ఈݔܽ = ቀݔ଴, ,௜ݎ  ଴തതതቁݔ ,௜ݏ ,௜ݒ ௜ݓ ≥ 0 ; ݅ = 1,2, … , ,௜ݎ  ݊ ,௜ݏ ,௜ݒ ௜ݓ ≥ 0 ; ݅ = 1,2, … , ݊   As we explained in section 6, the optimal solution of this linear programming problem is the approximated solution of fuzzy initial value problem 

(FIVP). The accurate of solution is getting to improve as ݊ is increasing.  
5.	Numerical	experiments	In this section, we present some experiments to show performance and accuracy of presented method. 
Example	 5.1: Consider the following fuzzy initial value problem:   ൜ݕᇱ(ݐ) = (0)ݕ                                       (ݐ)ݕ− = ,ߙ0.960.04) 1.01 − (ߙ0.01    the exact solution at ݐ = 1 is:  ܻ(1, (ߙ = ൫(0.96 + ,ଵି݁(ߙ0.04 (1.01 ଵ൯   ,   0ି݁(ߙ0.01− ≤ ߙ ≤ 1   This problem has been solved in (Allahviranloo, 2004). We have solved this problem using new approach for n=10. The approximated solution at ݐ = 1 is shown in table 1. Also, Y, Y are exact left and right spreads and y, y are approximate left and right spreads, respectively. 
Example	 5.2: Consider the following fuzzy initial value problem:  ൜ ݕᇱ(ݐ) = 1)(ݐ)ݕ − (0)ݕ(ݐ2 = (ݏ)଴ݕ  ଴                     whereݕ = ቐ ݏ                        ,   0 < −1/21 − ,  ଶݏ4 −1/2 ≤ ݏ ≤ 1/20   ,                           1/2 < ݏ    The analytical solution for this problem is:  [(ݐ)ݕ]ఈ = ቄቀ− √ଵିఈଶ ቁ ݁௧ି௧మ) , ቀ√ଵିఈଶ ቁ ݁௧ି௧మቅ   We have solved this problem using new approach for n=10. The numerical solution is high accurate and the accuracy of the numerical solution is increasing as n is increasing (Table 2). We have shown the exact and approximated solutions at  ݐ = 1 (Figs. 2-4). 
6.	Conclusion		In this paper, we have presented a new approach is based on an optimization problem. In fact, we transform fuzzy initial value problem to a linear programming problem. The optimal solution of this linear programming problem is approximated solution of fuzzy initial value problem. This new approach is high accurate and very simple. Since, it does not need any differentiability of the fuzzy functions, so we can use it to solve fuzzy nonsmooth systems. 
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Table	1: The comparison between exact and approximate solution at ݐ = 1 , ݊ = 10 in example 5.1 Error ܻ ݕ Error ܻ 0.3708 0.0174 0.1 0.3379 0.3546 0.0167 0.3537 0.3712 0.0175 0 0.3365 0.3532 0.0167 0.3541 0.3716 0.0175 ߙ ݕ o.3534 0.0168 0.3561 0.3393 0.2 0.0175 0.3705 0.3530 0.0169 0.3576 0.3407 0.3 0.0174 0.3701 0.3527 0.0170 0.3591 0.3421 0.4 0.0174 0.3697 0.3523 0.0170 0.3605 0.3435 0.5 0.0174 0.3694 0.3520 0.0171 0.3620 0.3449 0.6 0.0174 0.3690 0.3516 0.0172 0.3635 0.3463 0.7 0.0173 0.3686 0.3513 0.0172 0.3649 0.3477 0.8 0.0173 0.3682 0.3509 0.0172 0.3664 0.3492 0.9 0.0173 0.3679 0.3506 0.0173 0.3679 0.3506 1  
Table	2: The comparison between exact and approximate solution at ݐ = 1 , ݊ = 10 in example 5.2 Error ܻ ݕ Error ܻ 1 0 0 0 0 0 0 0.9 0.1868- 1581.- 0.0287 0.1868 1581. 0.0287 0.8 0.2642- 0.2236- 0.0406 0.2642 0.2236 0.0406 0.7 0.3235- 0.2739- 0.0496 0.3235 0.2739 0.0496 0.6 0.3736- 0.3162- 0.0574 0.3736 0.3162 0.0574 0.5 0.4177- 0.3536- 0.0641 0.4177 0.3536 0.0641 0.4 0.4575 0.3873- 0.0702 0.4575 0.3873 0.0702 0.3 0.4942- 0.4183- 0.0759 0.4942 0.4183 0.0759 0.2 0.5283- 0.4472- 0.0811 0.5283 0.4472 0.0811 0.1 0.5604- 0.4743- 0.0861 0.5604 0.4743 0.0861 0 0.5907- 0.5000- 0.0907 0.5907 0.5000 0.0907 ߙ ݕ  

 
Fig.	2: The exact solution of example 5.2  

 
Fig.	3: The approximate solution of example 5.2 (ߙ = 0, .1, .2, … ,1)  

 
Fig.	4: The approximate solution of example 5.2 
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